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1. Deviation bounds.
1.1. Markov and generalization.

THEOREM 1.1 (Markov’s inequality). Let X be a real-valued, nonnegative random variable such
that E[X] < +o0. We have, for allt >0

P(X>t)§¥.

ProoF. We decompose X in the following way
X =X1{X <t} + X1{X > t}.
As a consequence,
X > X1{X >t} >t1{X > t}.
Taking expectation yields E[X] > tP(X > t), and the result. O
This inequality can seem almost trivial in itself. In layman’s term it means that in a population,
not more than half (or a third, or a fourth) of the individuals can have a wealth superior to twice (or

three, or four times) the mean wealth, otherwise these individuals together would be worth more than
the overall population. It is however a very powerful tool because of the following direct consequence.

THEOREM 1.2. Let X be a real-valued random variable, and f : R — R+ increasing such that
E[f(X)] < +o00. We have, for allt >0

E[f(X)]
P(X >t) < ——~—+—.
SN0
PROOF. As f is increasing, we have P(X > t) = P(f(X) > f(¢)). The result is a direct conse-

quence of Markov’s inequality, taking X' = f(X) and t' = f(¢). O
By judicious choices of f, this inequality can be applied to obtain numerous inequalities.

ExAMPLE 1.1 (Chebyshev’s inequality). Let X be a real-valued random variable, such that
E[X?] < +00. We have, for all ¢t > 0

Var|X]
(R

P(|X - E[X]| > 1) <

EXAMPLE 1.2 (Chernoff bounds). Let X be a real-valued random variable, such that E[e*] <
400 for all A > 0. We have, for allt > 0

P(X >t) < e ME[e].

Clearly, the more quickly f grows, the more powerful these inequalities are for large values of ¢.
Ideally, we want a function that is as “explosive” as possible. For A > 0, f :  — e’ is a good
example, for variables whose moment generating function E[e*X] is well-defined.

2,2

Consider the case of X ~ N(0,0?). Its moment-generating function is e”7, and the Chernoff

bound yields the following, for all A > 0.

2252

P(X >t) <eME[eM] <e M2,
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Taking A = /02 to minimize the term in the exponential yields
+2

P(X >t)<e a2,

This inequality can be directly recovered by using the explicit form of the Gaussian distribution,
but by proving it this way, we see that it can be extended to any random variable that has a
moment-generating function smaller than one of some Gaussian.

1.2. Class of sub-Gaussian random variables.

DEFINITION 1.1 (sub-Gaussian). A real-valued random variable X is said to be sub-Gaussian
with parameter 02 > 0, denoted X € sG(o?), if for all X € R it holds that

2252

EleM] <e™2 .

In simpler term, the class sG(o?) is the set of random variables whose moment-generating function
is less than the moment-generating function of a variable with distribution N'(0,¢?). This simple
bound yields directly several properties for sub-Gaussian random variables.

1.2.1. Basic properties.

PROPOSITION 1.1.  For all X € sG(0?), we have E[X] =0 and Var(X) = E[X?] < ¢?.

A2o2 . . .
PROOF. We decompose e 2~ and E[e**] in power series in A

= ()

k>0
k k
By - 32 MEX
k>0 ’

by Fubini. By putting all terms of order greater than 2 on the right hand side of the inequality
2.2
E[e*X] < e”%, we have for all A € R
A2 A2
1+ AE[X] + ?E[Xﬂ <1+ 30—2 +0(\?).

By subtracting 1 on both sides, dividing by A > 0 and letting A — 07 we obtain E[X]| < 0. By doing
the same thing for A < 0 and A — 07, we obtain E[X] > 0, so E[X] = 0. As a consequence, by
subtracting by 1, dividing by A\?/2 and letting A go to 0, we have E[X?] < 2. O

This class of random variables is of course not empty: for X ~ A(0,0?), X € sG(0?) more or less
by definition. Here are a few other useful examples.
EXAMPLE 1.3.

- Let X take value —1 and 1 with probability 1/2, often called a Rademacher random variable.

—-A A 2
B <% _osh(d) < oY
2 (Taylor series)

As such, X € sG(1).



- For a > 0, let X be uniform over [—a, a].

a —da _ A : 2,2
e [t
—a 2a 2 a Aa (Taylor series)

By definition, X € sG(a?)
- For any random variable B be a taking values in [a, b], B—E[B] € sG((b—a)?/4) (see exercise).

1.2.2. Chernoff and Hoeffding-type bounds. These random variables have been introduced in order
to obtain deviation bounds similar to those of Gaussian random variables. We will mimic the proof
above to obtain, via a Chernoff bound the following inequality.

THEOREM 1.3 (Hoeffding-type bound). For any variable X € sG(o?), it holds for all t > 0 that

+2

P(X >t)<e 22.

PROOF.
A202

P(X >t) < e ME[eM] <e M2,

Taking A\ = t/0? to minimize the term in the exponential yields

2

P(X >t)<e a2,
0

This bound is particularly useful when considering sums of independent sub-Gaussian random
variables. Recall that for independent Gaussian variables X, ..., X, ~ N (0, 0?)

Z a; X; ~ N(O» 02|a|§) .
i=1

More generally, Gaussian vectors are characterised by their projections a ' X, which are also Gaussian.
In a similar manner, we can define sub-Gaussian vectors

DEFINITION 1.2 (sub-Gaussian vectors). A random variable X taking values in R is said to be
a sub-Gaussian vector with parameter o2, denoted X € sG4(0?), if u' X € sG(0?) for all u € S 1.

THEOREM 1.4. For independent r.v. Xy, ..., X, such that X; € sG(0?), we have X € sG,(c?).

PROOF.

E[™'X] = E[exp (AZUZXl)] = HE[@A“iXi]
i=1 i=1
- 2 2 )\20'2
<: Auio /2 <: ( 2) .
= H e = exp 5 |u|2

This result is very useful to deal with sums of independent sub-Gaussian random variables.



COROLLARY 1.1. For independent r.v. Xi,...,X, such that X; € sG(c?), we have a' X €
sG(|al30?), and as a consequence

n t2

P(Z(IZXZ > t) < 6_202“1‘% .
i=1

As an example, if the variables X; — E[X;] are independent and in sG(¢?), noting X = 1 3" | X,
it holds that )

P(X —E[X]>t)<e 2.

REMARK. All bounds have been written in the form P(X > t) < &(t). For X € sG(0?), —X is
also in sG(0?), we can equivalently write P(X < —t) < ¢(¢) and, from a union bound obtain that
P(|X| > t) < 2¢(t). Moreover, these inequalities can be equivalently rewritten in the inverse form
X < r(0), with probability 1 — ¢, for any function r such that £(r(d)) < 9.

For the variables X; above, by the result of Corrolary 1.1, the deviation bound can be equivalently
rewritten as

X <EX]+o 21%(1/5).

Note that this bound does not depend on the variances of these variables. For bounded i.i.d. variables
in [—1, 1] with variance v < 1, it can seem suboptimal, with deviations around the mean of order
\/1/n. However, the central limit theorem tells us that in the limit v/n(X — E[X]) — N(0,v), and
that we should therefore expect deviations of order /v/n. We will see that this is not possible in
general (see exercise), but that weaker versions of such an inequality exist, by studying the moments
of sub-Gaussian random variables.

1.2.3. Bernstein-type bound.

THEOREM 1.5. Let X be in sG(0?). For all integers k > 1 it holds that
k
E[|X|*] < 2(v20) r(§ + 1) ,
where the Gamma function is defined as T'(x) = f+oo ut e vdu.

0

PROOF. For X € sG(0?), let Y = % By defintion, Y € sG(1/2) and

E[|X|"] = (V20)"E[|Y]"].

We derive a bound for this last term, by using the fact that

Y|+ 400 +00
yYyk—/ dt—/ 1{|Y|r >t}dt—/ 1{|Y| > t'/*yat.
0 0 0

Taking expectations on both sides and applying Fubini yields

—+o00 —+o00 2
E[|Y|f] = / P(|Y| > tV/*)at < 2/ ettt
0 0
too k k
< k/ uéfle*“du:kr(—) :2r<—+1).
0 2 2
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This can also be used to define equivalently (up to constants) the class of sub-Gaussian random
variables (see exercise). Some other moment conditions will give different bounds, as in the following
theorem.

DEFINITION 1.3. Let X be a real-valued random variable with E[X] = 0. We say that it satisfies
a Bernstein moment condition with parameters (v, b) if for all integers k > 2

1
E[| X[ < §k!vbk’2.

THEOREM 1.6 (Bernstein’s inequality). For any random wvariable X that satisfies a Bernstein
moment condition with parameters (v,b), it holds for all t > 0 that

t2
P(x ) e (LY.
(K>t <ep| =575
ProoOF. We derive a bound on the moment generating function of such a variable, based on the
moment condition. By the series expansion and Fubini, we have

NE[X? S ANE[XH]

AX
<
Ele™] <1+ 5 ]

k>3

Mo Mo
<14 — 4+ =) N2
<1+ 5+ >
k>3
Ny /2 A2u/2

<1+ T b < et forall A < 1/b.

We apply a Chernoff bound to obtain a deviation bound

A2v/2

P(X >t) < e ME[e*] < e MY T |

t
bt+v

Using A = < % yields the desired result. O]

Note that this moment condition is particularly interesting for bounded random variables. Indeed,
for all random variables such that | X| < a for some a > 0 and E[X] = 0, one obtains directly for all
integers k > 2

1
E[|X|"] < E[X?%* %] < E[X?ad" % < k! E[X?)a"2.

From Bernstein’s inequality, we obtain for such variables the inequality

t2

2
For small values of ¢, this is strictly better than a Hoeffding type inequality in e 2%, as E[X?] < o2
For a fixed sub-Gaussian constant, the variance of a random variable can be arbitrarily small (see
exercise). On the other hand, for large values of ¢, the tail is of order e_ﬁ, which is not as good.
This is a necessary sacrifice: as mentioned above, for a sub-Gaussian variable with variance v, it is

2
not possible to bound the tail by an expression of order e~z (see exercise).



1.3. Class of sub-exponential random variables. We introduced the class of sub-Gaussian random
variables as morally those who have a tail of order et Similarly, we can consider those who have,

as in the previous inequality, a tail of order e,

DEFINITION 1.4 (sub-exponential random variables). A real-valued random variable X is said to
be sub-exponential with parameters v? > 0 and a > 0, denoted X € sE(v?, a), if it holds that

A2,2 1
Ele?M] <e2 forall |)| < o
These classes are obviously not empty, as for all a > 0, sG(c?) C sE(c?,a). They are different
though: consider X with Laplace distribution with parameter 1, such that P(|X| > t) = e™*. It is
clearly not sub-Gaussian for any parameter o2 > 0. However, its moment generating function can be
easily derived

E[e*] = for all |A| < 1.

1 — A2
Observe that this yields

2 1

E[e*] < e forall || < 3

so X € sE(2,2). It is straightforward that for all ¢ > 0, X € sE(v?,a) implies tX € sE(t*/?, ta).
1.3.1. Basic properties. Here are some properties of these variables.
PROPOSITION 1.2.  For all X € sE(v?,a), we have E[X] =0 and Var(X) = E[X?] < 12
PROOF. As in sub-Gaussian random variables, as only values of A close to 0 are used. O

THEOREM 1.7.  For independent random variables X, ..., X, such that X; € sE(v?, a;), we have

n n
2
ZXi S sE<Zyi ,mlaxai> .
i=1 i=1

Proor. We have

n n n 21/.2
Elexp ()\ XZ)] < HE[e)‘Xi] < HeATZ for |A\| < 1/maxa;.
i=1 i=1

= =1

]

As a consequence, for i.i.d variables such that X; — E[X] € sE(v?, a), applying the theorem above
yields that X — F[X] € sE(v?/n,a/n).

1.3.2. Bounds. For sub-Gaussian variables, this type of result is used to derive a tail bound on
the empirical average. We can obtain similar results for sub-exponential random variables.

THEOREM 1.8 (Sub-exponential deviation bounds). Let X ~ sE(v?,a). It holds for allt > 0 that

2t



Proor. We use a Chernoff bound
P(X >t) < e ME[eM] < e M for 0 < A< 1/a

To optimize the term in the exponential, we can consider two cases: if ¢ < v?/a, we can pick the

+2
global minimum \* = ¢/v* < 1/a, and obtain the bound e 22. If ¢ > v?/a, since the term in the
exponential is decreasing over [0, \*), we can pick A = 1/a and obtain the bound e~ 2. O

As an example, for the i.i.d variables such that X; — E[X] € sE(1, 1) considered above, this yields
that )
- nt nt

P(X ~E[X] > t) Sexp(— 2 5 AL).

(X ~BX]>0) <exp(— Al

Inverting this inequality yields that with probability 1 — §

212 log(1/90) N 2alog(1/9) .

X <E[X]+
n n

Sub-exponential variables show up in high-dimensional statistic mainly as squares of sub-Gaussian
random variables, as shown in the following.

THEOREM 1.9.  For any variable X € sG(0?), X? — E[X?] € sE(128¢*,802)

PROOF. We derive an upper bound on the moment generating function of X? — E[X?], from
bounds on the moments of X.

B[ BN = 1 4+ 3 ME[(X? ]; E[X2])¥]

k>2

MF2FE[| X |2k
<1y PIZEIXES
k>2 )

<14 [AF2F2(v20)*
k>2
< 1+4320%0% ) (4M|o?)"
k>0
32)\%04

1
<1429 for A < —
ST < g

1
<1+ 64X\%0" for [\ < —
802

2 4

]

4

Note that the constants 128 and 8 have not been optimised, the scaling in ¢* and o2 is the

important part.

1.4. Maximal inequalities. Often in statistical problems, we will be interested not only in con-
trolling some random variables, or their linear combinations, but in controlling their maximum over
some set.
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1.4.1. Mazimum over a finite set.

THEOREM 1.10. Let Xy,..., Xxn be N random variables such that X; € sG(c?).

E[ max X;| < ov/2log(N) and E[lrgzg\AXZH < o+/2log(2N).

1<i<N

Moreover, for allt >0

t2 2
P( max X; >t) > Ne 22 and P(lgli)](v|Xi\ >t) > 2Ne 22

1<i<

Note that the variables are not required to be independent.

ProOF. To obtain the first inequality, we derive for any A > 0,

1 maxiy<; i
Bl X = LB [log (s )]

1 AX;

=5 loeBl ey ]

] N

AX;

leog[i;E[e ]]

1 N 2252
< Jlos[ 3]
_log(N)  Ao?

Taking A = y/2log(N)/o? yields the first inequality. The third inequality is a consequence of a union
bound on N events
N P
P( max X; > 1) = P(|J{xi>t}) <D P(Xi>t) < Ne oz,

1<i<
1<i<N i=1

The two other inequalities are a direct consequence of the fact that

max |X;| = max Y,
1<i<N 1<i<2N
where YV; = X; and Y, vy = =X, for 1 <¢: < N. O

1.4.2. Mazimum over a polytope. The results above only apply to a finite family of sub-Gaussian
random variables. There are several cases where this can be extended to an infinite family, by reduc-
tion to the finite case. We consider here the special case of variables indexed by a polytope.

A polytope P of R? is the convex hull of a finite number of points, denoted by V(P). We consider
here the family of 87 X for some sub-Gaussian random vector of R?, for all # € P. The link with the
results above is made evident by the following lemma

LEMMA 1.1.  For a polytope P C R¢ and any x € R, it holds that

maxf'z = max v'z.

ocpP veV(P)
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PROOF. Let vq,...,vy denote the elements of V(P). For any 6 € P, there exists nonnegative reals
M, ..., Ay that sum to one such that § = \v; + ...+ Ayvy. As a consequence, for all z € R? it
holds that

Ty = )\v z < /\maxvx< max v'z.
Z Z s

Taking maximum over § € P yields

maxf'x < max v'z.
0P veV(P)

The reversed inequality is a direct consequence of V(P) C P. O]
Combining the last two results, we obtain the following theorem.

THEOREM 1.11. Let P be a polytope such that [V(P)| = N, and X € R? be a random vector
such that v' X € sG(0?) for allv € V(P). It holds that

E[max0' X] < o+/2log(N) and E[Igla}gchXH < ov/2log(2N).
€

oeP

Moreover, for allt >0

P(maxf'X) < Ne 27 and P(max|€TX| >t) <2Ne™ 207
oeP oeP

In particular, if X € sG4(0?) and the polytope is a subset of the unit Euclidean ball (P C BY),
then ||v]2 < 1 for all v € V(P) and the theorem applies.

1.4.3. Mazximum over the Fuclidean ball. In the previous section, we showed an example of an
infinite family of sub-Gaussian random variables for which we can control the maximum, since it
is the same as the maximum of a related finite family. However, for some set K that has infinitely
many extreme points, the same approach would not work. We can nevertheless create a finite family
whose maximum approximates the original maximum.

DEFINITION 1.5. Let K € R? and € > 0. A set N is an e-net of K with respect to a distance
d(-,-) on R if N C K and for all 2 € K, there exists * € N such that d(z, 2) < ¢

LEMMA 1.2. Let K be a compact subset of R, and N be an e-net of K for the Euclidean norm.
For all X € R%, it holds that

maxv' X <maxz' X +emaxr'X.
veEK z€N: reBs

PROOF. For all v € K, there exists z € N, and r € B, such that v = 2z + r. As a consequence, it
holds that

maxv' X <maxz' X + maxr' X

veEK 2EN- réeBs
<maxz' X +emaxr' X
ZGNE reBs
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We consider the case of the Euclidean unit ball in dimension d, denoted by BY. For this set, the
lemma above yields that
maxv' X < maxz' X +emaxr'X.
veBY zEN: re€By

As a consequence, for any e-net N, of B, it holds that

maxv' X < maxz' X .

’UGB% 1 — & ZGNE
For a finite e-net, we therefore have a finite family whose maximum approximates the maximum over
BS. In order to obtain a quantitative bound, we can study the cardinality of such a set.

LEMMA 1.3. For all e € (0,1), there exists an e-net N of B3 such that |NZ| < (3/¢)%.

PrOOF. We build the set in an inductive manner: let x; = 0. For all ¢ > 2, we take x; to be any
x € BY such that |z; — x;| > € for all j < i. If the process stops, the z; form an e-net, by definition.

At any step N, consider the balls centred at z;, with radius §, denoted by x; + 5 B4. By triangular
inequality, we obtain that these balls are disjoint, and that they are all subsets of (1 + %) B4. Taking
volumes, we therefore have that

S+ 5 ) = vl U+ 51) < o014 ).

i=1
e\d e\ ¢
N3) =(+g)

2/ = +2

so N < (1+2/e)? < (3/e)4. Therefore, the processes stops and provides an e-net with cardinality
less than (3/¢)<. O

As a consequence,

Combining these results, we obtain the following

THEOREM 1.12.  Let X be a random vector of R® such that X € sGq(0?). It holds that
E[max 6" X] < 40V/d

0eB2

Moreover, for any 6 > 0, it holds with probability 1 — § that

max ' X < 40Vd + 20+/21og(1/0)

0By
PROOF. Let N2 be a 1/2-net of By such that [N 2| < 6% As noted above, it holds that

maxf'X <2 max z' X .
9682 Z€N1/2

As a consequence, we have that

E[maxf' X] < 2E[ max z' X] < 20/2log(6%) < 40V/d .

9682 z€N1/2

Moreover, for all £ > 0, it holds that
t2

P(maxf' X >t) < 6% 27 .
0€B2

Taking t = 40v/d + 201/21log(1/8) yields the desired result. O

For a more in-depth survey of this subject, we refer to the very exhaustive (Boucheron et al., 2013).
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2. Estimation and detection in high-dimension. One of the important subjects in modern
statistical theory is the study of problems where the dimension of the observation or parameter space
d is much larger than the number of samples n. If we make no further assumptions, the following
example shows that this setting can be very problematic.

EXAMPLE 2.1. Let @ € R% and y; = 6*+2;, for 1 <14 < n, where the 2; € sG4(0?) are independent.
To estimate the parameter 8*, we consider the empirical mean of the y;: 6 = > i, yi/n. Note that
this estimator can be interpreted as the empirical risk minimizer for the ¢ loss, or equivalently the
maximum likelihood estimator for Gaussian noise

n
0 € argmin > [|0 — y:|>.
geRd ; i

In this case, it is easy to analyse the performance of this estimator, as we have a closed form expression
for it
. ] —
0 =0+ E Zl Z; .
1=

In the case where z; ~ N(0,021,), we therefore have E[|§ — 6*|?] = 0?2 In the more general case,
by Theorem 1.12, it holds with probability 1 — ¢ that

. [21og(1
||0_0*||2§40-\/E—|—20' M
n n

In a setting where d > n, the error bound is arbitrarily bad. Moreover, as will be shown later in
the course, any estimator will suffer a loss of this order, it is not specific to that one. In order to
overcome this curse of dimensionality, we can focus on problems where some information about the
parameter 6* is available.

2.1. Constrained estimation. We consider estimation problems of the type described above, with
the additional constraint that 6* € S, for some know set S C RY. For simplicity, we will directly
consider averages of our observations and study cases with one observation, and z € sG4(0?/n). We
take in all the following 6 € argming.g ||y — 0||2. As above, this coincides with the empirical risk
minimiser and the maximum likelihood estimator for Gaussian noise.

2.1.1. General bounds. The following proposition is purely deterministic, valid for any z € R

PROPOSITION 2.1. Let 0* € S and y = 0* + z. For 0 as defined above, it holds that

16 — 0% < 2 sup (u,z)
ueS—-8

10— <2 sup (u2),
S-S

ue 5=5
where S =S ={s—s'|s,¢ € S}, and A/|A| = {a/|a| | a € A}.
PROOF. We use the definition of 4 as a risk minimiser, as 8* € S
16 = yl* < 116" =yl

10 =67+ (6" = y)I* < 16" = yII”
16 — 67> < 20 — 6",y — 67).
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Applying directly this inequality by replacing y — 6" by z and 6 — 6 € S — S by the worst case, we
obtain the first result. By dividing each side by ||# — 6*||, we have

o)

10— 07| <2(——,y—
16 — 0~
H—6*

Again, replacing e €

S=§

53] by the worst case, we obtain the desired inequality. O

2.1.2. Examples. The maximal deviation inequalities derived in the previous section can be ap-
plied to obtain estimation bounds over a variety of constraints sets. We will see that the choice of
inequality to apply depends on the set S considered (in particular whether it is unbounded or not).
In the following examples, we recall that z € sG4(0?/n). Further note that the bounds below are only
derived in expectation, but can easily be extended to statements that hold with high probability.

EXAMPLE 2.2 (No constraints). When & = R? note that the first bound of Proposition 2.1 is
unbounded, and does not give any information. On the other hand, noting that S — S = R? and

% = 8! C BY, we have

E[||0 — 0*]]] < 2E[sup (u, 2)] < 80\@.

uEBg

EXAMPLE 2.3 (Euclidean ball). Fix & = RBY, for some radius R > 0. The second bound of the
Proposition 2.1 yields the same guarantees as above, i.e. it is indifferent to R. In order to leverage
this information, we use the first inequality, and obtain

E[||0 — 0*]|*] < 2E[ sup (u,z)] < 160R\/E.
n

uGQRBg

EXAMPLE 2.4 (Linear subspace). Fix & = V, for some radius linear subspace V of R?, with
dim(V) = k > 1. As in the example with all of R, the first bound is not useful. The second one
yields

E[||0 — 0*]]] < 2E[ sup (u,2)] < 2E[sup (u, Iy 2)] < 80\/?

ueVNBY ueBk

where Iy, is the Euclidean projection on V, since Il z € sGg(a?/n).

EXAMPLE 2.5 (Sparse vectors). We take to be S to be the set of vectors #* with at most k
nonzero coefficients. This is denoted ||6]|o < k. This is a generalisation of the linear subspace case:
the parameter 6* belongs to one of the k-dimensional subspaces generated by k elements of the
canonical basis, but it is not know which one. By taking this point of view, the first bound is clearly
not useful, and we use the second one

X 2log (6" (4 2k 1
B[[6— 6] < 2E[ sup (u,2)] < 2 B[max max(u, ) < 4oy | 280 W) [2klog(Ged/k)
llullo<2k |S|=2k ueBS n n

flull2<1

It is interesting to compare the rates for the last two problems: not knowing the location of the k

. . d . . .
coefficients makes us use a union bound over 6* (k) events instead of 6*. This comes at a small price

in the final rate: the “effective dimension” is multiplied by a term of order log(d/k).
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2.1.3. Convex sets. The bounds above are very general, but better results can be obtained by
making further assumptions on the constraint set. In this subsection, we consider the case where
0* € C, where C is a convex set. Aside from the stronger bounds found in the following proposition,
it is also algorithmically efficient to project on convex sets.

PROPOSITION 2.2. Let0* € C and y = 0* + z. For 6 as defined above, it holds that
16 — 6% < sup (u, z)
ueC—
10 —6"| < sup (u,z).
u€Te (6*)NBS
We recall the definition, for convex sets, of the tangent and normal cones.
DEFINITION 2.1. Let C be a convex set, and ¢ € C. The tangent cone to C at x is defined as
Te(x) = cone{y — x|y € C}.
The normal cone to C at x is defined as
Ne(z) ={h € R*|{h,y —x) <0VycC}.
Note that N¢(z) = T§(z).

PROOF OF PROPOSITION 2.2. Note that 0 being the projection of y on C ensures the crucial
inequality (y — 60,60* — 0) < 0. Indeed, consider 0, = 6 + t(6* — ), for ¢ € [0,1] it holds that

16: = ylI* = 116 — ylI* + 2600 — y. 6" — 0) + *[|6" — 6]*.

Using the fact that [|6, —y||> > [|0 — y||2, dividing by ¢ > 0 and letting it go to 0 yields the inequality.
Taking y = 6* 4+ z, we obtain
16— 6> < (0 —6",2).

This yields the two desired inequalities, as in the proof of Proposition 2.1. O]

Note that the bounds in the examples of the previous subsection yields better bounds when § is
a convex set. As an example, we can obtain the following.

EXAMPLE 2.6 (¢; ball). Let C = RB{. The first bound from the proposition above yields

. log(2d
10— 60*||*> < sup (u,z) < 2R sup{u,z) < 20R 0g(2d) :
u€2RBY ueBd n

The last inequality is a result of the duality between ¢; and /., norms.

In order to reveal a useful connection between sparsity and the ¢, ball, we use the following lemma,
given without proof

LEMMA 2.1.  For a convex cone K, it holds that

sup (u, z) = dist(z, K*).

ueKNBY
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We study an example that highlights once more the links between the ¢; norm and sparsity:

EXAMPLE 2.7. Let 0* be a k-sparse vector (i.e. |6*|g < k), such that |0*|; = 1. When the
sparsity k is unknown, the second constraint can be exploited, and we can consider the estimator
0 e argmingepa ||y — 6]]3. Unexpectedly, even though the value of k is not used in the construction
of the estimator, the error bounds will depend on k, in an adaptive manner. This is due to the local
geometry of this convex set: the bound depends on 7, Bf(ﬁ*), and the geometry of this cone is depen-

dent on k. For simplicity, we consider here that z ~ N(0,0%14/n).

Proor. We have, by the result of Proposition 2.2, that

-6 <  sup  (u2).
ueTB(li(e*)mBg

Furthermore, by Lemma 2.1, this yields
10 — 67| < dist (2, Nga(67)) .
For 6* that is k-sparse, this cone can be explicitly described. First, note that
Npa(07) = {p € R . VO e B (p,6—6") <0}.

Let S be the support of size k of 0. For any ¢,j € S, consider § = 0* + te; — te;. For t > 0 small
enough, [0]1 = [0*|1. As a consequence, for any p € Nja(0*), we have

(p,0 —0") = (p,te; —te;) =pi —p; < 0.

By changing the roles of ¢ and j, we obtain that p; = p;. For any ¢ € S'and j € 5, let 0 = 0* —te; tte;.
For ¢ > 0 small enough, |0|; = |6*|;, and we obtain

(p,0 — 0%) = (p, —te; T te;) = —p; £p; < 0.
Therefore, for any p € Nga(0*), there exists A > 0 such that

pi=X for ief
lpjl <A for i¢S.

This can be shown to be sufficient as well. As a consequence, we have that

16 — )1 < dist (2, Nga (6%))

= inf |z—ul3
’U»G./\/‘Bf(e*)
: : ) 2
- g% Z (2 — Asign(6;))” + Z(zj — uj)?
luj|<\,jese 1€5 jese
. o . * 2 32
— /l\rzlg (2 — Asign(6}))” + Z sta(z;)”,
icS jese

where sty is the soft-thresholding function such that
z— A if z < =)
sta(z) =<0 if [z] < A,
z4+ M itz > A\
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Therefore, taking expectations yields, for any A > 0

. k
E[[|6 - 67]°] < 0®=(1+ X)) + B[ ) sta(z)?]
n :
jEeS*®
k d—k 2 1
< 2 1 2 2 s - _\2 9
_Un( +)‘)+U n 27r)\exp( A/)’
Taking A\ = /2log(d/s) yields, after simplification
- klog(d/k k
E[||d — 0°||?] < 202M18W/K) 5 ok
n 4 n

]

2.2. Hypothesis testing. Testing an hypothesis is a central idea of the scientific method. Checking
wether an assumption is supported by the results of an experiment allows researchers to try new
ideas, to gain a better understanding of their area of study. Hypothesis testing problems are the
natural setting in statistical analysis in order to answer a yes-or-no question, by choosing the answer
that is more likely, given the data.

From a mathematical point of view, a simple hypothesis testing problem, the goal is to identify
the underlying distribution of a dataset. Given a random variable X € X and two distributions Py
and P; on X', we aim to distinguish the two hypotheses

HO : XNPO
Hl : XNP1

A test is a measurable function of the data ¢ : X +— {0,1} that indicates wether the instance was
generated with distribution Py or P;. We define the probability of error of a test as the maximum
of the probabilities of type I (mistakenly rejecting the null hypothesis) and type II error (mistakenly
accepting the null hypothesis), formally, we say that a test has a probability of error less than
de(0,1)if

Py((X) = 1) v Py (4(X) = 0) < 6.

In the case of problems with composite hypotheses, of the type

HO . XNP(),P()EPO
Hl . XNP1,P1€P1,

where Py and P; are disjoint sets of distributions, this would be replaced by

sup Po((X) =1) vV sup Pq(y(X) =0) <4.
PoePo PePy

In particular, we will consider the case of detecting means of a certain type in a high-dimensional
sub-Gaussian vector. Let Z € sG4(0?), and consider for some C C R? such that 0 ¢ C.

Hy : X=7
H1 : X:,U/‘f‘Z,,LLGC
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2.2.1. Statistics for testing. We recall that any measurable function of the data is called a statistic.
The following proposition shows how judiciously chosen statistics can be helpful to design tests.

PROPOSITION 2.3. Let p : X — R such that there exists T € R for which

Po(p(X)>71)<d, foral PyeP
Pi(p(X)<71)<d, foral PyeP;.

The test ¢ defined as
V(X) = Hp(X) > 7}

has a probability of error less than §.

This is a direct consequence of the definitions above.

In the problem of distinguishing 4 = 0 from p € C, one can consider, for some set £ C R, the
statistic p(X) = maxyep(u, X), particularly useful whenever (u) is constant for all © € S (e.g., for
C =841 FE=BY.

PROPOSITION 2.4.  Whenever max,cg(u, ) = te, for all p € C, if te > 2maxyep(u, Z) with

probability 1 — 9, then the test v defined by

$(X) = 1{ max(u, X) > %C}

uel

has a probability of error less than d.
We study in the following subsection some examples, for specific choices of C.

2.2.2. Ezamples. We will consider cases where
C:{,U,157 SES},

for 1 > 0 and some class S of k-sets (subsets of {1,...,d} of size k). For more information on this
problem, see Addario-Berry et al. (2010).

EXAMPLE 2.8. Let S be the class of all k-sets. We take F' = {1g, S € S}, which is a finite set
with cardinality |E| = (Z) Note that for all p € C, max,cg(u, u) = tc = pk, and that for all u € E,
|u|? = k. We derive a bound one of the quantities of importance in this problem

max(u, Z) = Vk max (u, Z)
uek u€E/Vk

for which it holds that

d\ _p
Po( max (u,2) >t) < e /2,
o max (1.2) 1) < ()

As a consequence, applying Proposition 2.4, it is possible to distinguish the two hypotheses with
probability of error less than ¢ whenever

p > 2+/2log(ed/k) + 2\/%log(1/5) :

See exercises for more examples, related to graphs.
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3. Information-theoretic lower bounds. All of the results stated so far have been upper
bounds on the statistical risk (expected distance from the true signal, probability of error, etc) of
estimation or testing procedures. They have been positive results, stating what is possible to achieve
in a statistical problem. Some of the results indicate that these bounds should be dependent on some
parameters of the problem: the sample size n, the dimension d of the problem, etc. It is not clear
however if this is an artefact of our analysis, or if this is a consequence of some intrinsic difficulty of
the problem. In order to address these questions, we will study lower bounds on the statistical risk,
by showing that some problems are hard for all estimators. This is mostly based on an analysis of
distances between distributions, using tools and methods from information theory.

3.1. Bounds for hypothesis testing. A simple starting observation is that there is a one to one
correspondance between tests and events over the probability space: it is equivalent to define ¢ or
A =97 1({1}) and A¢ = ¢p~1({0}). Furthermore, note that for an hypothesis testing problem over
Py and P4, we have

Po(¥(X)=1) VP (¥(X)=0) > 5( =1)+ P (¥(X) =0))
> %( (P1((X) = 1) = Po(¥(X) = 1))
L1 <P1<A; —P0<A>> |

This term is related to an upper bound for the probability of error, as
Po(¥(X) =1) VP1(¥(X) = 0) < Po(¥(X) = 1) + Py (¥(X) = 0) = 1 = (P1(A4) — Po(A)).

Evidently, we wish for the event A to have very different probabilities under Py and P;. The natural
question is: How different can it be? In order to answer these types of question, it is very natural to
introduce a new tool, the total variation distance, which can be defined by maximising the difference

P1(A) = Po(A).

3.1.1. Total variation distance. The natural one-to-one link between tests and events on the
sample space can be exploited to quantify the distance between two distributions.

DEFINITION 3.1.  For two distributions P and Q on a probability space (€2, F), the total variation
distance dtv is defined as

drv(P, Q) = sup |P(A) — Q(A)].
AeF
As seen above, this definition relates distance between distributions and testing error. This is
described formally by the Neyman-Pearson lemma. To clarify the notations, we consider two distri-
butions Py and P; and a sigma finite measure v such that Py > v and P; > v (e.g. take v = Py+Py).
We can then take py and p; to be the Randon-Nykodym derivatives of these probability measures
with respect to v. For any function f, we therefore write

[ 1= s

LEMMA 3.1 (Neyman-Pearson). Let Py and Py be two probability measures. Then for any test
Y, it holds

Py(i) = 1) + Py(i) = 0) > / wmin(po, pi)
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Moreover, equality holds for the Likelihood Ratio test v* = 1{p; > po}.

PROOF. Observe first that

Po(w* — 1) —i—Pl(w* = O) = /w*lpo—i—/d]*opl

= / Do + / D1
P1>Po Pp1<po

:/ min(pg,pl)—l—/ min(po, p1)
P12P0 P1<po

= /min(po,pl)-

Next for any test v, define its rejection region R = {1 = 1}. Let R* = {p; > po} denote the rejection
region of the likelihood ration test ¥*. It holds

Po( =1)+Pi(¢ =0) =1+ Py(R) — P1(R)
=1+ / Po — P1
R
=1+/ po—p1+/ Po — P1
ROR* RA(R*)e

:1_/ |p0_p1|+/ ’po—p1|
RNR* RN(R*)e
=1+ / o — | [L{R N (R*)°} — 1{RN R*}]
The above quantity is clearly minimized for R = R*. ]

We obtain the following property

PRrROPOSITION 3.1.  The following definitions are equivalent

dTv(Po, Pl) = Sup |P0(R) — Pl(R)| (Z)
ReA
= sup ‘ / Po —pl‘ (44)
AeF R

1
—5 [m-nl (i)

=1— / min(po, p1) (1v)
=1- irJ}f [Po(v =1) + Py(¢ = 0)] (v)

where the infimum above is taken over all tests.

PRrOOF. Clearly (i) and two are equivalent (i) and the Neyman-Pearson Lemma gives the same for
(1v) and (v). Moreover, by identifying a test 1 to its rejection region, we obtain equivalence between
(7) and (v). Therefore it remains only to show that (iii) is equal to any of the other expressions.
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Hereafter, we show that (ii7) = (iv). To that end, observe that

/|p0—p1|=/ pl—p0+/ Po— P1
P1>Po p1<po
=/ p1+/ po—/min(po,pl)
P1>P0 p1<pPo
—1—/ p1+1—/ po—/min(po,pl)
p1<po P1>pPo

=2 2/min(p0,p1)
]

These definitions are more intuitive if one keeps in mind the following picture, with densities pq
and p; represented over R.

Po) / \\ / 1)

ro,1

FIGURE 1. The three zones are such that In+ro1 = i +7r01 =1, and 19,1 = f min(pg, p1). The total variation distance
therefore satisfies dryv(Po,P1)=Ihy=1 =1—179,.

3.1.2. Divergence between distributions. The total variation distance between two distributions
is often difficult to compute. Particularly, when the data is n samples of i.i.d. variables, i.e. when
P = Q®" for some distribution Q, there is no general way to relate drv(QF", QF") to drv(Qo, Q1)
This setting is very common in statistics, and other distances have been employed to address this
issue. When P; < Py, the total variation distance can be expressed as

1
drv(P1, Py) = SEp, |

1

e,

This a special case of an f-divergence (Csiszar, 1963), defined for any convex function on (0, +00)
such that f(1) =0 as

b2y = [1(451)]

For the total variation distance, the choice of function is f(t) = [t — 1|/2.

DEFINITION 3.2. For different choices of divergence function f, the following distances
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e The Hellinger distance H(Pg, P1) coincides with the choice f(t) = (vt — 1)

(P Py) = B, (/520 1)),

e The Kullback-Leibler divergence KL(Py, P;) coincides with the choice f(t) = tlog(t)

g 28 ()]

e The y? divergence x*(Py, P1) coincides with the choice f(t) = (t —1)?

dP,

\2(P1,P,) = Ep, [(d—PO _ 1)2} .

These divergences are always nonnegative, and equal to 0 if and only if Py = P; almost surely.
This property that they share with the total variation distance is directly true for the Hellinger and
x? divergence, as for any function f that is positive except in 1. We study first the Kullback-Leibler
divergence, its properties, and how it relates to the total variation distance

3.1.3. Kullback-Leibler divergence.

DEeFINITION 3.3. The Kullback-Leibler divergence between probability measures P, and Py is
equivalently given by

dP, .
KL(Pl, PO) et /lOg (d_ljo>dP1 ) lf Pl << P()

o0, otherwise .

It can be shown Tsybakov (2009) that the integral is always well defined when P; < Py (though
it can be equal to 400 even in this case). Unlike the total variation distance, the Kullback-Leibler
divergence is not a distance. Actually, it is not even symmetric. Nevertheless, it enjoys properties
that are very useful for our purposes.

PROPOSITION 3.2. Let P and Q be two probability measures. Then

1. KL(P,Q) >0
2. If P and Q are product measures, i.e.,

PzéPi and QzéQi
i=1 i=1

then

n

KL(P,Q) = > KL(P;,Q)).

=1

Proor. If P is not absolutely continuous then the result is trivial. Next, assume that P < Q and
let X ~ P.
1. Observe that by Jensen’s inequality,

KL(P,Q) = —Elog (j—g(X)) > —1ogE(j—§(X)> — —log(1) = 0.
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2. Note that if X = (X3,...,X,),

dP
KL(P,Q) = Elog (dQ( ))
= Z/log dQZ dPl(Xl) -dP,(X;)
= Z/lo sz dPi(Xi)

= Z KL(P;, Q)
=1

]

Point 2. in Proposition 3.2 is particularly useful in statistics where observations typically consist
of n independent random variables.

EXAMPLE 3.1. For any 6 € R%, let Py denote the distribution of Y ~ N(6,021,). Then

d / /
L(Ps.Py) = Ze—e |9 9|2

=1
Proor. We have that
dPy 1
X) = ( X —# X—¢ )
oo (0 = exp (= 551X — 0B + o [X — 03

1
= exp (= 5 (613 - |9’r§ ~2(X,0-0)))

By definition of the divergence, we obtain that

1 1
KL(Pg, Py) = Eq [ - T‘Q(W@ — 03 —2(X, 6 — 9’))} = —27‘2( — 03 — 10l +2(6,6")) ,

hence the desired result. O]

The Kullback-Leibler divergence is easier to manipulate than the total variation distance but only
the latter is related to the minimax probability of error. Fortunately, these two quantities can be
compared using Pinsker’s inequality. We prove here a slightly weaker version of Pinsker’s inequality
that will be sufficient for our purpose. For a stronger statement, see Tsybakov (2009), Lemma 2.5.

LEMMA 3.2 (Pinsker’s inequality.). Let Q and Q be two probability measures such that P < Q.

Then
dTV(P7 Q) S V KL(P7 Q) .
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Proor. Note that

KL(P,Q) =/>0p10g (g)

Next, note that

(/x/ﬁz)Q = (/\/maxm g) min(p, C])>2
< / max(p, q) / min(p,g)  (by Cauchy-Schwarz)

—[2- / min(p, q)] / min(p, q)

= (1+drv(P,Q))(1 - drv(P,Q))
=1-dm(P,Q)?

The two displays yield

KL(P7 Q) > 2 - 2\/1 - dTV(P7 Q)2 > dTV(Pa Q)Q )
where we used the fact that 0 < dvv(P,Q) <1 and /1 —2 <1—xz/2 for z € [0, 1]. O

More information on the subjects of information theory and distances, divergences between distri-
butions can be found in Tsybakov (2009); Csiszar and Koérner (2011); Cover and Thomas (1991).

3.2. Bounds for estimation. The problem of estimating a parameter is intuitively harder than
deciding between two values for this parameter. This can be argued formally in the following way,
by reducing the problem of estimation to one of hypothesis testing: if there exists an estimator 6 of
some parameter 0 such that |§ — 6] < r with probability 1 — a, for some r > 0 and « € (0,1), then
it is possible to distinguish the hypotheses § = 6, and 6 = 0; whenever |0#; — 6| > 2r. If this has
already been proven to be impossible, we obtain a lower bound on the statistical performance of any
estimator for 6.

This simple argument can be made precise using the formalism of statistical hypothesis testing. To
do so, we reduce our estimation problem to a testing problem. The reduction consists of two steps.

1. Reduction to a finite number of hypotheses. In this step the goal is to find the largest
possible number of hypotheses 61, ...,0, € © under the constraint that

(1) 10; — Okl3 > 46(0) .
This problem boils down to a packing of the set ©. We can use the following trivial observations:

. A 2 . ) 12
Hél’f glég Py[l6 —6]5 > ¢(©)] > 1%f Jax, Py, [0 — 055 > ¢(©)] .
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2. Reduction to a testing problem. In this second step, the necessity of the constraint (1)
becomes apparent. R
For any estimator 6, define the minimum distance test ¢(6) that is associated to it by

w(é) = argmin |¢§ — 02,

1<j<M

with ties broken arbitrarily. )
Next observe that if, for some j = 1,..., M, ¥(0) # j, then there exists k& # j such that
|6 — Ok|2 < |0 — 0;]2. Together with the reverse triangle inequality it yields

10— 0] > 10; — Oklo — |0 — Oklo > 10; — ]2 — |0 — 0,5

so that 1
0 — 0|2 > 5\91 — Okl2

Together with constraint (1), it yields

As a result,
1191f 1%.%4P9 [|0 0,5 > ¢(0)] > i%f ma)]<\/1P9j [¥(6) # j]
> inf 1I<I;ix Py, [w # j]
where the infimum is taken over all tests based on Y and that take values in {1,..., M}.
CONCLUSION: it is sufficient for proving lower bounds to find 6y,...,6) € © such that |6; — 6;]3 >
4¢(©) and

. . !
inf max Po,[¢) # j] > C".

The above quantity is called minimax probability of error. In the next sections, we show how it can
be bounded from below using arguments from information theory. For the purpose of illustration, we
begin with the simple case where M = 2 in the next section.

3.2.1. Fano’s lemma. The reduction to hypothesis testing from this section allows us to use more
than two hypotheses. Specifically, we should find 61, ..., 0, such that
> !
inf 1%2)( Py, [w #* j} c',
for some positive constant C’. Unfortunately, the Neyman-Pearson Lemma no longer exists for more
than two hypotheses. Nevertheless, it is possible to relate the minimax probability of error directly
to the Kullback-Leibler divergence, without involving the total variation distance. This is possible
using a well known result from information theory called Fano’s inequality, that takes into account
information about many hypotheses. We use it in a form that is tailored to our purposes and that is

due to Lucien Birgé (Birgé, 1983) and builds upon an original result in (Ibragimov and Hasminskii,
1981).

THEOREM 3.1 (Fano’s inequality). Let Py,..., Py, M > 2 be probability distributions such that
P; < P, Vj, k. Then

1 M
1 KL(P;, Pr.) + log 2
. M?2 ng 1 k
%f 112%413 [(X) # 5] > log(M — 1)

where the infimum is taken over all tests with values in {1,..., M},
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PROOF. Let Z € {1,..., M} be a random variable such that P(Z = i) = 1/M and let X ~ Pj.
Note that Py is a mizture distribution so that for any measure v such that P, < v, we have

4P, 1M@

v M4~ dv
7j=1

For all test v, we have

ZP — jIX)log[P(Z = jlX)] =

P(Z = ¢(X)|X)log[P(Z = ¢(X)|[X)] + Y P(Z=j|X)log[P(Z = j|X)]
JFY(X)

= (1 =P(Z # ¢(X)|X))log[l = P(Z # (X)|X)]

P(Z = j|X) P(Z = j|X)
FPZAVON 3 b7 2 % bz Zutom)

+P(Z # 9(X)[X) log[P(Z # ¢(X)[X)]
= h(P(Z #D(X)|X) +P(Z # $(X)|X) Y g;log(g;)

J#P(X)
where
h(z) = zlog(x) + (1 — =) log(1l — )
and .
o= =X
T P(Z#¢(X)]X)
is such that ¢; > 0 and ) _ ) G = 1. It implies by Jensen’s inequality that
1 qQ;
> giloglg) =— Y gjlog (—) > —log< > —7) = —log(M —1).
J0) 0 & s Y

By the same convexity argument, we get h(z) > —log2. It yields

M

(2) S P(Z = j|X)log[P(Z = j|X)] > —log2 — P(Z # (X)|X) log(M — 1).

Jj=1

Next, observe that since X ~ Py, the random variable P(Z = j|X) satisfies

o 1dR,L dPR(X)
P(Z—JVX>_MdPZ(X)_m
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It implies
M
[{ Pz =iix =) 0glP(z = jix = )] }aps(a)
j=1
- 1 dP, 1 dP,
_ - g i
- ;/ {M ap, @) los <M P, (x)> }dPZ(x)
M
1 dP;
=7 /log (#)dpj(x)
M j=1 > k1 AP ()
M
1 aP(z)
< —2J%Z:1/log (de($)>de (x) —log M (by Jensen)
LM
=— Y KL(P;,P) —log M,
k=1
Together with (2), it yields
| M
e Z KL(P;, Py) —log M > —log2 — P(Z # (X)) log(M — 1)
k=1
Since
LM
P(Z # (X)) =+ Z Pi((X) #3) < max P((X) #),
=
this implies the desired result. [
Fano’s inequality leads to the following useful theorem.
THEOREM 3.2. Assume that © contains M > 5 hypotheses 01, . .., 0y such that for some constant

0 < a<1/4, it holds
(i) 6; — Okl > 49 ,
. 20
(id) 10; — Okl3 <

Then

— log(M)

- 1
infsup Py (|0 — 0]3 > ¢) > = — 2a.
0 6co 2

PROOF. in view of (i), it follows from the reduction to hypothesis testing that it is sufficient to
prove that

. . 1
13f 122}}(\4 Py, [1/1 =+ ]] > 3~ 20
If follows from (i¢) and Example 3.1 that
0; — 0kl
KL(P;, Py) = w < alog(M).
o

Moreover, since M > 5,
T Z%:l KL(P;, Py) + log 2 - alog(M) +log 2 <90+ 1
log(M — 1) — log(M—-1) — 2
The proof then follows from Fano’s inequality. O]
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3.2.2. Packing techniques. Theorem 3.2 indicates that we must take ¢ < ‘%2 log(M). Therefore,
the larger the M, the larger the lower bound can be. However, M cannot be arbitrary larger because
of the constraint (7). We are therefore facing a packing problem where the goal is to “pack” as many
Euclidean balls of radius proportional to o4/log(M)/n in © under the constraint that their centers
remain close together (constraint (i4)). If © = RY, this the goal is to pack the Euclidean ball of
radius R = o+/2alog(M)/n with Euclidean balls of radius R1/2«/7. This can be done using the
lemma below. It gives a a lower bound on the size of a packing of the discrete hypercube {0, 1} with
respect to the Hamming distance defined by

d

plw,w') = Z 1(w; # wj), Vw,w' € {0,1}°

=1

LEMMA 3.3 (Varshamov-Gilbert). For any v € (0,1/2), there exist binary vectors wy,...wy €
{0,1}¢ such that

— )dforallj#k,

gl
A%
2

() o) 2 (5
(i) M = e’ >e

PROOF. Let w;;, 1 <i<d,1<j <M to be ii.d Bernoulli random variables with parameter 1/2

and observe that
d — p(wj,wy,) = X ~ Bin(d,1/2).

Therefore it follows from a union bound that

1

P[3j # k, p(wj,wi) < (5 —7)d] <

MM —1)

5 P(X—C—l>7d).

2
Hoeffding’s inequality then yields

M(M — 1)
2

"

(x =05 50) < oxp (22 4105 (T

as sSoon as
M(M — 1) < 2exp (27%1)

2

A sufficient condition for the above inequality to hold is to take M = Le”QdJ > ¢”3". For this value
of M, we have

. 1
P(Vj # k,plwjwi) > (5 =7)d) >0
and by virtue of the probabilistic method, there exist wy, ...wys € {0,1}¢ that satisfy (i) and (i7) O

We are now in a position to apply Theorem 3.2 by choosing 64, ...,0, based on wy,...,wy from
the Varshamov-Gilbert Lemma.

3.2.3. Lower bounds for estimation. Take v = 1/4 and apply the Varshamov-Gilbert Lemma
to obtain wi,...,wy with M = [e¥/16] > e¥/32 and such that p(w;,wy) > d/4 for all j # k. Let
01,...,05 be such that

Bo
Gj = wj\/—ﬁ s

for some 3 > 0 to be chosen later. We can check the conditions of Theorem 3.2:
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' 6202 5202d
(i) 10; — Oxl5 = EP(%‘MQ 2 42162571 L )
» o o°d _ 3206° 2a0
(i) 10, — 03 = Z 7 pley) < P00 < 2P o0y = 2% pog o),
for g = ‘/Ta. Applying now Theorem 3.2 yields
. 2d 1
inf sup Py(|0 — 0]5 > iU—) > — — 2.
0 9geRd 256 n 2

It implies the following corollary.

COROLLARY 3.1.  The minimaz rate of estimation of estimating a vector of R? with sub-Gaussian
noise z; € sGg(0?) is ¢(R?) = o2d/n. Moreover, it is attained by the least squares estimator.

As seen in the previous section, when the mean vector has sparsity k, we have to pay for an extra
logarithmic term log(ed/k) for not knowing the sparsity pattern of the unknown 6* (when compared
to having 0* belonging to a known k-dimensional space). In this section, we show that this term is
unavoidable as it appears in the minimax optimal rate of estimation of sparse vectors.

Note that the vectors 64, ...,60, employed in the previous subsection are not guaranteed to be
sparse because the vectors wy, . ..,wys obtained from the Varshamov-Gilbert Lemma may themselves
not be sparse. To overcome this limitation, we need a sparse version of the Varhsamov-Gilbert lemma
(see examples sheet 2).

LEMMA 3.4 (Sparse Varshamov-Gilbert).  There exist positive constants Cy and Cy such that the
following holds for any two integers k and d such that 1 < k < d/8. There exist binary vectors
wi, ... wy € {0,1}% such that

k
(Z) p(wiawj) > 5 Jor alli 7&];

g k d
(i1) log(M) > 3 log(1 + %) .
(119) |wjlo =k for all j.

Apply the sparse Varshamov-Gilbert lemma to obtain wy, . .. ,wy with log(M) > g log(1+ %) and
such that p(w;,wg) > k/2 for all j # k. Let 04, ...,0, be such that

d

log(1 +
og(1+ 2k)

Qj—w]\/_

for some 3 > 0 to be chosen later. We can check the conditions of Theorem 3.2:

' ) 52 2 BZ 2 d
() 16; — 063 = 27ty 00) Tog(1 + o) > 45 Tk log(1+ o1)
(ii) 16; — Oul3 =

B0’ d 2k3?0? d 200
for g = \/g . Applying now Theorem 3.2 yields

—p(wj, w) log(1 + 2,{;) log(1+ ) < — log(M),

2 .2

inf sup Py (|0 — 03 >
0 gecRrd 4
[8lo<k

It implies the following corollary.
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COROLLARY 3.2. Recall that By(k) C R? denotes the set of all k-sparse vectors of R The
minimaz rate of estimation of estimating a k-sparse vector of R% with sub-Gaussian noise z; € sGy(0?)
is ¢(Bo(k)) = % log(ed/k). Moreover, it is attained by the constrained least squares estimator.

3.3. Techniques for detection. To derive lower bounds for hypothesis testing problems with mul-
tiple hypotheses, Fano’s inequality (Theorem 3.1) is very useful. This is in particularly relevant when
one wishes to reduce an estimation problem to a testing problem of this type. To apply this inequal-
ity, we need to derive the pairwise Kullback—Leibler divergences between the distributions in the
hypotheses.

Another divergence mentioned in Definition 3.2 is the x? divergence, defined when P; < Py by

@, Py = E[(pt-1)].

This divergence has several very convenient properties. It is nonnegative, and it can be compared to
the total variation distance, through a more straightforward inequality than in Pinsker’s inequality
(Lemma 3.2).

LEMMA 3.5.  For any distributions Py, Py such that P1 < Py, we have
1
drv(P1,Po) < 3 X2(P1, Py) .

PrOOF. We apply the Cauchy—Schartwz inequality to a definition of the total variation distance

- P N [C S Ve )

O

As for other divergences, this allows us to obtain an explicit bound on the total variation distance,
whenever it is possible to compute it. As for the Kullback—Leibler divergence, this is often possible
in practice, largely due to the following properties.

PROPOSITION 3.3. Let P and Q be the distributions of n independent samples, i.e. P = @} |P;
and Q = ®!',Q;, with P; < Q;. We have that

n

Y'(P,Q) = H (1 + X (P, Qz)) -

=1

ProoOF. We compute the divergence, using independence of the samples.

et =e[(2% )’
)
1))

fTe[(2Ry] -

(1+x*(Pi, Qi) —

|
tlj

|
tlj

Il
z:

1

.
Il

I
=

1

.
Il
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PROPOSITION 3.4. Let Py and Py be distributions, where Py is a finite uniform mizture of Py
for 0 € C such that Py = 1/|C|Y_pcc Po, where Py < Py for all 0 € C. We have

1 dP, APy
2P, Py) = o S E[S 0]
X (P, Po) |C|2MZEC [dPO dPO]

PROOF. The result follows directly using definitions of the divergence and of P,
dP\?2 1 dPg\2 1 dPy dPy
@ =e{((5)] =Bl S 1= 5 e
X ( 1 0) dQ |C’ ; dPo |C|2 Q;C dPo dP(]

]

This property is particularly useful to derive lower bounds for detection problems, when the alter-
native is composite. This folklore technique can be formally justified in the following lemma

LEMMA 3.6. Let Py be a distribution and D be a set of distributions. We have, for any finite
subset D' C D, and any test v

Po(¢ = 1) Vmax P(1) = 0) > Po(1h = 1) Vmax P(1) = 0) > Py(ep = 1) v % S P =0)

PeD PeD’

Proor. The first inequality holds by taking a maximum over a smaller set. The second one holds
by upper bounding an average by the greatest term. O

If we denote by P; this finite mixture (that may not be in D), we obtain the following as a
consequence of Lemma 3.5

1 — dtv(Py,Py) S 1 x2(P1,Py)
2 -2 4

Py =1)V = Y P =02

Proposition 3.4 provides a recipe to compute the last term. To illustrate this, we consider the following
problem, mentioned in Section 2.2 and Example 2.2.2, of distinguishing two hypotheses for the
distribution of a high-dimensional vector X € R?

Hy : X=2
H1 : X:M+Z,M€C

Here, Z € sGy(c?), and we take
C:{,ulg,SGS},

for 1 > 0 and some class S of k-sets (subsets of {1,...,d} of size k). For more information on this
problem, see Addario-Berry et al. (2010). We have derived some upper bounds for the probability of
error of some tests - i.e. statements of the form “for u taking these values, the probability of error is
less than - in this problem in these sections and in Examples sheets. We focus now on lower bounds.
We start by applying Lemma 3.6 with the subset D’ of the set of distributions

D' = {N(uls, 1), S € S}.
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We can obtain a lower bound by computing the x? divergence between P;, uniform mixture of the
N(ulg, I;) over S, and Py. By Proposition 3.4, we have that

RS dPsdPg

with the notation that Pg = N (ulg, I;) and Py = N(0, I;). Note that the likelihood ratio dPg/dPgy(X)
in this expression can be directly computed, for X € R and S € S

dPg w2k
ap, M) = e (=5 + Xs).

where Xg = (15, X), i.e. the sum of the coefficients of X in S. As a consequence, we have that

1 dPs dPg
P, P E|——2 ~1
(P, Po) = |3P52; [dPOdPO]

Z ok E, [eu(XerXg/)} -1

2
|S| S,58'eS
1 2 y
- lSns’| _
- |S\2 Z e 1
S,8'eS
= EZ [6#2Z:| -1

where Z = |SNS’| when S, S" are chosen uniformly and independently in S, and where the penulti-
mate line is a direct computation based on the moment-generating function of a Gaussian variable.
In order to obtain an explicit bound on the divergence, we make can some assumptions on the nature
of C, as in the following result.

PROPOSITION 3.5. Let C be such that

- Z conditional on S" has the same distribution for all S’.
- For a fized Sy € C, and i € Sy, P(i € S) = k/d.

It holds that

k
E[e"’ 7] <1+ E(ek’ﬂ -1).
PROOF. By the first assumption on C, we can take without loss of generality S" = {1,...,k} in

=S NS’|. As a consequence, it holds by Holder’s inequality that

[Heu 1{265}]
k -
< H < ku21{165}]>
=1

[ ku21{1es}}

==

and the second assumption gives the result. O]



33

As a consequence of this proposition, under minimal assumptions on C, we have an upper bound
on the divergence between the two distributions. For a concrete example, for any v € (0,1/2), let

v2d

1
<4/=log (16— + 1
H= \/k og (167~ +1)
Simple computations yield that
k
X(Pl,Po) < a(ek“2 — 1) < 1612
As a consequence of Lemma 3.6, we have that

. 1-— dTv(Pl,PQ) 1 X2(P1,P0) 1
— — > >_ Y-~ T >
%fPo(w 1)V III)lEaZ})(P(w 0) > 5 2 3 1 Z 5

—U.

4. Linear Regression. In this section, we focus on the problem of linear regression where the
data consists of n observations (X;,y;) where y; € R is a response and where X; € R? are covariates
or regressors, such that for some 0* € R?, we have 3; = X;0* + z;, or in matrix form

y=X0"+z

with y € R", X € R™? and z € R" is a noise vector, often assumed to be centred. The goal of this
problem is to estimate the explanatory vector 6* or the “true response” X6*.

4.1. Parametric setting. In this section, we assume that the rank of X is d, which means that
d < n. This is a low-dimensional, or parametric setting. The most popular method of estimation in
linear regression is the method of least-squares. It can be motivated by its equivalence with maximum
likelihood estimation when z is normally distributed. Before this connection was made by Gauss, this
method had already been used in astronomy as a way to find a linear model that best fits the data,
for which there is an closed-form algebraic expression. Formally, we consider the function ¢ : R* — R
defined by

00) = Ily — X0J2 = [yl — 20" X Ty + 67X X0,

This function is a positive definite quadratic form, as X TX € R%™? has rank d. It is therefore
minimized at a unique point € such that V£(#) = 0, which yields

—2XTy+ X"X0=0
In this parametric setting, this gives an algebraic expression for the least-squares estimator
0=(X"X)'XTy=0"+(X"X)'X 2.
If we are interested in estimating y* = X6*, we can propose § = X é, that takes the following form
J=X0=XX"X)"'XTy=X0"+ X(X"X)"'X 2.

The matrix X(X"X)™1X T € R™™ is the orthogonal projection onto the span of X, and is often
called the hat matriz, as it maps y to ¢.
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4.1.1. Gaussian and sub-Gaussian cases. When z ~ N(0,021;), the distribution of these esti-
mates can be directly obtained, and we have

0~ N0, (XTX))
X0 ~ N(X0*, 0’ X(XTX)IXT).
This is useful to derive bounds in expectation or high dimension on || — 6* |2 or || X6 — X6*||2. More

generally, the following is formulated for any vector z € R?

PROPOSITION 4.1. Let 6 be the least-squares estimator in the linear regression problem, and note
V = span(X). For any noise vector z € R™, it holds that

X0 — X0*], <2 sup (u,z).

ueVnNBy
Proor. We start by using the definition of the least-squares estimator
ly — X013 < lly — X3
Ity — X07) + (X0 — X07)|[3 < [ly — X07|I3
ly = X073 + 1X60 — X0[)3 — 2(X (0 — 07), 2) < [ly — X0"I3
1X6 — X673 < 2(X(0 - 67), 2)

. X (0 — 0
X6 — X607, < 2<M, z).
X (6 — 6]l
Taking u = X (6 — 0%) /| X(0 — 6*)|| € V N By gives the desired result. O

Most proofs in linear regression where the estimator is defined as the minimizer of some function
[ start with the statement f(6) < f(6*), and try to isolate the term || X6 — X6*||3.

COROLLARY 4.1.  In the linear regression problem with rank (X) = r and noise vector z € sG,(0?),
we have that for some constant C' > 0,

1 A r
—E[|| X0 — X07|5] < —.
k| o < Cof

Proor. We apply Proposition 4.1 to obtain
E[|| X0 — X0*|,] < 2E[ sup (u,2)].

uceVNBy

The result follows directly, as in Example 2.4. O

Note that the scaling in 1/,/n is related to the notion of mean-squared error || X6 — X6*|2/n,
which is therefore of order o?r/n. Bounds valid with high probability rather than in expectation can
be derived similarly. We remark that if we are interested in estimating 6* directly, we can use (in the
full rank case) the inequality

16— 675 < X6 — X675

1
Amin (X TX) |
Note that in a high-dimensional setting this is not possible: the rank of X is bounded by n, and
Amin(X T X) = 0. It is also problematic for the problem of prediction (i.e. estimating X#*). In general
the spanof the design matrix X is all of R", and using the least-squares estimator leads to overfitting:
If y is in the span of X, we simply have §j = y, and the covariates do not provide any information.
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4.2. High-dimensional setting. Note that if the parameter vector 6* is known to belong to a set
C, we can adapt the techniques and proofs of Section 2 to these problems. We start by considering
the constrained least-squares estimator

0 € argmin ||y — X0|3.
oeC

We obtain, the following, by adapting the proof of Proposition 4.1
4.2.1. Analysis of constrained estimator.

PROPOSITION 4.2. Let 6 be the least-squares estimator constrained on C in the linear regression
problem, and note X(C —C) = {Xv : v € C —C}. For any noise vector z € R", it holds that

X6 — X0 2<2 sup (u,z)
ueX(C-C)
X0 — X0y <2 sup (u,z2)

X(C-0)
UEX(E=0)

PROOF. We proceed as in the proof of Proposition 4.1 and obtain that
1 X0 — X602 < 2(X (0 — 0%, 2).

We can either take u = X (0 —0*) € X(C—C) or divide by its norm and obtain the second inequality.
[

EXAMPLE 4.1. Let C = B, i.e. we assume that ||0*||; < 1. If we have || XU)||; < y/n for all the
columns of X and z € sG,(0?), it holds that

log(2d)
P

1 ~
—E[|X0 - X6"[] < Co

Indeed, in this case the supremum is taken over the image the ¢; ball of radius 2 by X, which is a
polytope with 2d vertices or less, contained in the £, ball of radius 24/n.

EXAMPLE 4.2. If C is the set of vectors with sparsity k or less, i.e. we assume that [|0*||p < k,
and z € sG,(0?), it holds with probab ility 1 — ¢ that

R 2 2
%er _ X0 < c%’“ log(d/k) + O~ log(1/5).

PROOF. We consider again the inequality || X0 — X6*||2 < 2(X (0 — 0%),z), and note S = supp(f —
0%). We have |S| < 2k and X0 — X0* = X¢(0 — 0%), where X5 € R™*I¥l. Let ®4 be the matrix of
an orthonormal basis of the span of Xg, with dimension rg (i.e. the rank of Xg). Take u € By® such
that

A~

Xg(0—067)

qU = ———
[ X5(6 —0%)]

With these notations, we have that

1X0 — X0%||2 < 2(Qgu, z) = 2(u, ] z) .
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For the last term, we have <I>STz € sG,, (02). Tt is therefore equivalent to formulate this inequality as

|1 X6 — X0*||2 < 4 max sup ((u,z>)2

|S|=2k uGB;S

Taking a 1/2 net, this yields, in two steps
P( sup ((u,z))2 > 1) < 26252
u€ByS
and (by a union bound)
P(||X0— X0*|2>1t) <2 (;ﬁ) 62Fe 507 .
Setting the last term to 0 yields the desired result. n

Notes: There are several issues with this estimator. The first one is that computing it is equivalent
to solving an NP-hard problem, so it cannot be implemented in practice, in particular for large
datasets. The other one is that it requires the sparsity to be known. One would wish to have an
estimator for which the same guarantees hold, without having to specify or know it in advance. This
property is called adaptivity.

4.2.2. Analysis of the BIC estimator. In order to address the latter issue, we consider the Bayesian
information criterion (BIC) estimator, defined for any parameter 7 > 0 as

. 1

6 € argmin{— ||y — X053+ 72|00} .
gcrd T

Note that . While computationally hard to implement, the BIC estimator gives us a good benchmark

for sparse estimation.

THEOREM 4.1. In the linear regression problem, with z € sG,(c?), the BIC estimator 6 with
reqularization parameter

2 21
(3) = 1610g(6)% + 32%“60[) .

satisfies
1 A 1 d
—HX9 o X@*Hg S CO’2 |9*|0 Og(e /5)
n n

with probability at least 1 — 9.

ProOF. We begin as usual by noting that
1 A A 1
—|Y = X0|3 + 7100 < —[Y — XO"[3+ 710"]o.
n n
It implies A . .
X0 — X053 < nr?|0%o + 22" X (0 — 6°) — nT?|0]o .
First, note that
X0 — X0
X0 — X0+,
<9 [2T< X? — X0
| X0 — X6,

2:TX (0 — §) = QZT( >|Xé — X0

2 1 .
)|+ 5l - xor,
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where we use the inequality 2ab < 2a? + %b? Together with the previous display, it yields

(4) X0 — X0°|2 < 2n70%|o + 4[z U0 — 6°)]° — 20720
where .
A X0 — X07
Uh—6*) = X6 X6
X0 — X6%|

Next, we need to “sup out” #. To that end, we decompose the sup into a max over cardinalities as
follows:

SUp = max max sup .

gcRd  1SK<d|S|=k supp(9)=S

Applied to the above inequality, it yields

A[2TU0 — 6] - 2n76)o

< max { max su a[zTuo — 6* > _onrk
= 1§k§d{ |S|=k Supp(£:S [=7u( ) h

2
< max {max sup 4[2T®g*u} — 2n72k},
1<k<d * |S|=k TS % ’
ueBy”™’

where ®g, = [¢1,..., ¢rg,] is an orthonormal basis of the set {X},j € S Usupp(6*)} of columns of
X and rg, <|S|+ |0*|o is the dimension of this column span.

Using union bounds, we get for any t > 0,

P( max { max sup 4[ZT<I>S,*u]2 —2n7%k} > t)

1<k<d ‘ |S|=k weBlS
d t o1
2
< P( sup [zT(I)S*u} > —+—nT2k>
TS, ’ 4 2
k=1 |S|=k ueB,

Moreover, using the e-net argument, we get for |S| = k,

t 1 t 4 Inr 2k
P( sup [7®s.u]” > 1" §mzk) < 26" exp ( - SZZT' )

T
u€B2S’*

t nt2k .
< 2exp (= 53 = oo + (k4 o) lox(0))
t
< exp ( ~ 3257 2k log(ed) + ]9*]010g(12)>

where, in the last inequality, we used the definition (3) of 7.



38

Putting everything together, we get

P<|Xé — X0 > 20720 + t) <

d
Z Z exp < - 3;02 — 2klog(ed) + \9*|010g(12)>

k=1 |S|=k

d
d ¢ )
=5 (1) e (g — 2kt 7 tost12)

k=1
d
t *
< Zexp ( ~ 3957 klog(ed) + |0 |010g(12)>
k=1
. t
=3 "(ed)F exp ( — ot ye*|010g(12))
k=1
t k
< exp ( ~ 3952 + 10 |Olog(12)> :

To conclude the proof, choose t = 3202%|0*|glog(12) + 320%log(1/d) and observe that combined
with (4), it yields with probability 1 — 9,
1X60 — X602 < 2n72|0%|o + t
= 640 log(ed)|0*|o + 641og(12)0?|6*|o + 320* log(1/6)
< 224|0*|o0? log(ed) + 3202 log(1/6) .

]

It follows from Theorem 4.1 that 6 adapts to the unknown sparsity of #*. Moreover, this holds
under no assumption on the design matrix X. However, it does not address the algorithmic problem.

4.2.3. Slow rate for the Lasso estimator. To obtain an estimator that is actually tractable, one
approach is to replace the ¢y penalty by a convex surrogate, the /1 norm. Formally, the Lasso estimator
is defined, for 7 > 0 as

~ . 1
6 € argmin{=ly — X6|3 + 26|}
geRe T
Lasso estimator is a bit more difficult because, by construction, it should more naturally adapt to
the unknown ¢;-norm of #*. This can be easily shown as in the next theorem.

THEOREM 4.2. In the linear regression problem, with z € sG,(c?), assume that the columns of X
are normalized in such a way that max; | X;|o < \/n. Then, the Lasso estimator 6 with regularization
parameter

2log(2d 2log(1/6
(5) 27220,/ﬂ+2m/ﬂ.
n n
satisfies
1,4 2log(2d 2log(1
21X0 — X672 < 47|10y | 210g(2d) 4 416*|0 /210g(1/0)
n n n

with probability at least 1 — §. Moreover, there exists a numerical constant C' > 0 such that

1 A log(2d
Lpflxd - x0°3) < oo B2
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PROOF. From the definition of 6, it holds
1 ND) N 1 *|2 *
~|Y = X0+ 270l < Y = X603+ 27101

Using Holder’s inequality, it implies

X0 — X072 < 27 X(0 — 07) + 2n7(|6%]1 — |0]1)
< 2|1 X Teloo|fr — 2n7|0]1 + 2|1 X Te| |0 |1 + 2007|071
= 2(|X Te|oo — n7)|0]1 + 2(|X Te|oe + n7)|07 1

Observe now that for any t > 0,

P(|XTe|o > t) = P(max | X e| > 1) < 2de”e?
1<j<d

Therefore, taking t = o+/2nlog(2d) 4+ o+/2nlog(1/d) = n7, we get that with probability 1 — 4,
X0 — X602 < 4nt|0*]; .
The bound in expectation follows using the same argument. O

Notice that the regularization parameter (5) depends on the confidence level §. This not the case
for the BIC estimator (see (3)).

4.2.4. Fast rate for the Lasso. Note that the rate is sub-optimal, but that the estimator can now
be efficiently computed, as it is a minimizer of a convex function. The result can nevertheless be
improved, and we can obtain a fast rate, while maintaining adaptivity in ||0*||o. This requires to
modify the proof, and to actually show that || — 6*||, is small. It is not the case in any of the
previous proofs, and actually sometimes not the case. In particular, if X has two identical columns,
it is impossible to estimate 6* accurately: the problem is ill-posed. However, if an assumption is made
on the design matrix X, it will be possible to prove the desired result.

DEFINITION 4.1. Let A € R™9. It is said to satisfy the restricted isometry property (RIP) for
sparsity k, with parameter o € (0,1) if for all v € R such that [|v||y < &, it holds that

(1 =a)[vllz < [ Xvl3 < (1 +a)|vl3
Some aspects of this property are studied in Examples sheet 3.

THEOREM 4.3. Fizn > 2, in the linear regression problem where z € sG,(0?). Moreover, assume
that |0*|o < k and that X/\/ﬁ satisfies the restricted isometry property, for sparsity k, and parameter
a. The Lasso estimator 6 with reqularization parameter defined by

9r — 8 log(2d) e log(1/0)
n n
satisfies, for some Cy > 0
1,4 log(2d/0
Lix - x0r2 < 0 o2 108240
n n
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and
- log(2d/d
10— 6|y < Cukory | 28240
n
with probability at least 1 — 6. Moreover,
1 A log(2d - log(2d/0
“E[1X0 - X6'f}] < cai-m?%, and B[|§ - 0"],] S ko #

PROOF. From the definition of 6, it holds
1 N2 1 * |2 * )
—lY = X0 < =Y — X0*2 + 2710 |, — 27]d]: .
n n

Adding T\é — 0*|; on each side and multiplying by n, we get
X0 — X0*2 +n7|0 — 0°|y < 2" X (0 — 0%) + nr|d — 0%|; + 2n7|0%|1 — 2n7)0); .

Applying Holder’s inequality and using the same steps as in the proof of Theorem 4.2, we get that
with probability 1 — ¢, we get

A~

eTX(0—0%) < |e" X|s|0 — 67|
NnT 4
< —16 -0
>~ 2 ’ ‘17

where we used the fact that |X;|3 < n+ 1/(14k) < 2n. Therefore, taking S = supp(6*) to be the
support of 6%, we get

X0 — X0 4+ n7|0 — 0*|, < 2n7|0 — 0*|, + 2n7|0%|, — 2070,
= 2n7|0g — 0% |, + 2n7]0% |, — 207|054
(6) < 4nrlfs — 0,
Using now the Cauchy-Schwarz inequality the RIP on X/y/n respectively, we get since |S| < k,
105 — 0%y < /IS5 — 0] < —— \/Ep(é—xm

Combining this result with (6) yields the desired results. The bound in expectation follows using the
same argument. ]

5. Matrix problems. In many high-dimensional problems, the data is available in the form of
a matrix. They can be vectorized and the results of the previous sections ca be applied, but it is often
better to exploit notions specific to matrices (rank, eigenvalues, etc) in these problems. Matrices can
also be used in problems that do not directly appear to be related to them, e.g. involving graphs or
dependencies between variables of a vector.

5.1. Notations. For a real valued matrix A € R"™*", the rank of A is the dimension of the span
of A. We have rank(A) = r < min(m,n). The singular value decomposition of A is the factorization

A=UDV' =) o/,
j=1
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where D is the diagonal of the o; > 0, and the columns of U and V' are orthonormal, formed by the
eigenvectors of AAT and AT A

T 2. T A 2
AA u; = oju; and A Au; =0;v;.

The largest singular value o,,c(A) therefore satisfies
A
M = max y Azr.

zeR™\{0} ||| T yesmel
zesSn—1

Omax(A) =

For a matrix ¥ that is symmetric and positive semidefinite (e.g. and i.e., a covariance matrix), the
singular values are eigenvalues and we have

Amax(X) = max x' Az,
zesSn—1

The operator norm of a matrix is the value of its largest singular value. The Frobenius norm is the

l5 norm of all the singular values, it is also equal to the /5 norm of the matrix, treated as a vector.

5.2. Additive models. In this section, we focus on problems of the type
Y=0"+7,

where the observation is the matrix Y, the true signal is ©*, and the noise is Z € sG,,xq(c?/n),
representing n i.i.d observations of ¥ with noise level o2. If no assumption can be made about ©*,
and our estimate is Y - corresponding to the average of observations, or least-squares estimate with
n independent observations - the error is, measured in Frobenius norm

md
¥ - €3 < 123 ~ 02

5.2.1. Low-rank signals. In high-dimensional settings where m, d can be much larger than n, this
can be very problematic. If ©* is assumed to have a simple structure, e.g. has small rank, we can use
a constrained estimator of the type

© € argmin ||Y — 0]%.
rank(©)<r

One can check that that in this case the SVD of © and Y are directly related. If we have

min(m,d

)
Y= > 60,
j=1
the decomposition of © can be obtained by truncating the decomposition of Y, as we have
T
O => i, .
j=1

It is actually easier to analyze a thresholded (rather than truncated) version of the decomposition of
Y, defined by some real 7 > 0 as

min(m,d)

Y= > o1{5; > 2r}iyi]

Jj=1
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PROPOSITION 5.1.  Let © be the thresholded SVD estimator in the linear model, and let

o — 80\/(de);0§;(12) o /QIOgT(Ll/d) .

For some constant C' > 0, it holds with probability at least 1 — & that
o’rank(©*)
n

|6 —e % <C ((d v m) +1log(1/9)).
We will use the following lemma, given without proof. It can be established by the same techniques
as a problem in the Examples sheet.

LEMMA 5.1. Let Z € sG,xq(0?/n), and T as in Proposition 5.1. There is an event A, with
probability 1 — 0, on which it holds that || Z||op < T.

We also use the following result

THEOREM 5.1 (Weyl's inequality). Denoting by o; the singular values of ©* and by 6; the singular
values of Y (in nondecreasing order), it holds for all j that

|oj = 5] < 1Y = ©7[|op-

It is useful in this model, as Y — ©* = Z, and the operator norm is bounded by 7 on the event A.
Based on these observations, we can prove Proposition 5.1

PROOF. Assume without loss of generality that the singular values of ©* and y are arranged in a
non increasing order: o3 > 09 > ... and 61 > 65 > .... Define the set S = {j : |5;| > 27}.

Observe first that it follows from Lemma 5.1 that ||Z]|o, < 7 for 7 chosen as in (?7) on an event
A such that P(A) > 1 — 4. The rest of the proof is on A. A

It follows from Weyl’s inequality that |A\; — ;| < || Z]|op < 7. It implies that S C {j : |[\;| > 7}
and S¢ C {j : [N <37}

Next define the oracle © = . ¢ Ajujv) and note that
(7) |© —©"|IF <26 -0l +2]16 - 0"|;
Using Cauchy-Schwarz, we control the first term in (7) as follows

16 — B3 < rank(6 — ©)[6 — 6], < 2|S/]6 — O],

Moreover,
1© = Ollop <10 = yllop + [ly — ©"[lop + |87 — Ollop
< max |\j| + 7 + max |\;| < 67
jese jESe
Therefore,

16 — 6% < 72|S|7? = 72272.
jes
The second term in (7) can be written as

1O —oi=> NP

jese
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Plugging the above two displays in (7), we get
10 —O%F <144 72+ ) [N
jeS jES*®

Since on S, 7% = min(7%,|\;]?) and on S¢, |\;]* < 3min(7%, |\;]?), it yields,

16 — €77 < 432 ) min(r, |\ )

= 432rank(©*)72.
[l

5.3. Spectral methods in estimation. In this section, we focus on symmetric matrices that are
semidefinite positive, i.e. ¥ € R™™ such that for all v € R", we have u"Xu > 0. Their eigendecom-
position can be written in the form

n
Y= Z /\z UZ‘UZ-T s
i=1

where the v; are orthonormal eigenvectors of 3, with associated nonnegative eigenvalues \;. In many
statistical problems, we can construct from the observations a matrix S that has for mean a SDP
matrix X, where the leading eigenvector v = v; € S (for some parameter set S) is important. It
can either be the signal that we wish to estimate, or it can give information about it (dependence
structure among coefficients, clustering in a network, etc). The vector v is a maximizer of u' Yu over
the unit sphere, and therefore on S. It is natural to try to estimate v by its analogue for 3

0 € argmaxu' Yu.
ueS

The following theorem allows us to control how good of an estimate it is.

THEOREM 5.2 (Davis—Kahan). Let ¥ be a semidefinite positive matriz with Ao < 1, Ay =1+ 0.
It holds that

22
. N~ 2 < |45 ~T T2 < E _ E .
i feo = of? < 1967 — 007} < Z2IE - By
There are a few interesting points about this result. The norm || - [|op.s is & proxy of the operator

norm adapted for §; we discuss it later. The error is measured between v and +0 because of the
ambiguity up to a sign of eigenvectors. This ambiguity disappears when considering vv ', which is
the orthonormal projector on the space generated by v. This error is governed by two quantities:
the spectral gap 6, which measures the curvature of the quadratic norm, and the operator norm of
the difference between the two matrices. It makes sense that the spectral gap is involved: if it is too
small, the vectors v, v3, etc., who are orthonormal to vy, are “almost maximizers” of the quadratic
form generated by >, and could therefore be close to maximizers of the one generated by 5.

PRrROOF. We establish the first inequality

min |ed — o[> =2 2|07 v| <2 -20"v)? = ||[o5" — v ||%.
ee{£1}
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We establish the second one by using the definition of v as leading eigenvector of 3 and the fact that
u'Yu <1+ 0(v'u)? for all unit vectors u. We therefore have

0
v B =080 > 0(1 - (v79)?) = Zllo0" —ve .

We should therefore only need to bound this quantity

VIS0 -0 S =0"S0—0"S0—v (5 -

<O —0"S0—0v (Z =)
<(EZ=%,00" —ov')
<12 = Zlopslléd” — vy

< VS = Sllopsl85T — 00|l
Together, this yields the desired inequality. O
The norm || - ||op,s can be taken as the norm such that the following inequality is satisfied
(4,007 — 00T < | Allpsll707 — 007 s

when v, 0 are two unit vectors of §. If § is the whole unit sphere, it is the usual operator norm.
Otherwise, it can be more restrictive: e.g. if S is the set of unit vectors with a sparsity less than k,
it is the maximum of the operator norms of all the submatrices of A of size 2k. It can naturally be
modified for other cases.
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